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Where Have All the Moderators Gone?:

The Perils of Type II Error ‘

Moderated regression analysis has becn used in psychological research

since its presentation by Saunders (1956). This technique assesses the

influence of a third variable, called a moderator, on the relationship
betweep two other variables. Knowledge of the level of the moderator
variaﬁlc provides information about the strength of the relationship between
the other two variables. In his explication of the procedure, Saunders
pointed out that a moderator effect will manifest itself as a relationship
between the dependent variable and the cross product of the independent and
moderator Qariablen. Conceptually, this is equivalent to saying that the
relationship between the dependent and independent variables is influenced
by the moderator variable.

The relationship thus described zllows the postulation of individual
differcnces in the relationships between variables, i.e., one could hypothesize
that the relationship between two variables is stronger for individuals who
are high on a third characteristic than for individuals who are low on the
third characteristic. For example, in the original article Saunders (1956)
tested the hypothesis that the relationship between the Ingineer Scale of the
Strong Interest Blank (independent variable) and the grade point average
(dependent vériable) of engineering freshman is~highcr for non-compulsive
(modérator variable) students than for compulsive studcnt;. This pattern
of interrclationships among variables has widespread usefulness in model
building. As stated by Saunders (1956), "The class of‘situations.in which

the 'moderated multiple regression' might be profitably studied can be made
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quite large, and can be seen to include a number of situations of potential
practical significance" (p. 210). :

The concept of moderators has been utilized in a number of subsequent
theories and moderated regression has been empirically investigated in a
variety of settings. Tho.steps of the traditional procedure for empirically
determining the existence of a moderator effect are presented by Zedeck (1971).
"The c&rrclations, slopes, and standard error of estimates should be examined

for the following three regression equations:

y = a + bx, [1

il
o
&
<
b

£ b [2

b 1 2%

where z is the potential moderator but is treated as an independent predictor,
and

Yy = a % b % bzz 2 b3xz [3
(moderated regression equation). If equations 2 and 3 are significantly different
from equation 1, but not from each other, then the variable is an independent
predictor and not a modcrator variable" (Zedeck, 1971, p. 304). These suggested
steps have been followed whenever a moderated regression analysis has been
conducted. Cohen (1968) and Cohen and Cohen (1975) show that mode-ated
regression is one conceptualization of an interaction effect in the general

linear model. They describe a hierarchical analysis for asscessing the existence

of an interaction that is equivalent to the procedure outlined above, i.e., one

-first determines the squarcd multiple correlation cocfficient (Rz) for model

2 and then determines the increment in R2 caused by adding the interaction term
in model 3. The increment] is then tested for statistical significance, using

model 3 error mean square.
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7 In this hierarchical treatment, the moderator effect must account for
. dependent variable variance beyond that accounted for by the main cffeéts alone.
;éi The main effects are, thus, give. a prcferentiai c]aimAto any covariance that is
‘? shared by main effects and the moderator effect. Such preference may be
i unreasonable under the conditions that generally hold when a moderated.regression
‘AE analysis is conducted. The moderated regression analysis is‘usually done only

if there is some theoretical basis to suspect the presence of a moderator
: effect. "If such is the case, the researcher should attempt to use an analysis
with reasonable statistical power, i.e., the probability of discovering an
existing hypothesized effect. This article will demonstrate that traditional

moderated regression analysis procedure, on the contrary, enhances the

possibility of type II error, i.e., the failure to recognize the presence of an

existing effect. i

4 This subtle but critical flaw in the traditional analysis procedure can
explain why the results of moderated regression analyses led Zedeck (1971) to

3 state "In general, moderated regression has not been successful in improving

: predictions" (p. 302). Competitive demands for journal space and the tendencies
of resecarchers to report only significant finds allows speculation that many
instances of failure to find moderated regression have gone unreported. These
failures to discover moderator cffects and the disappointing characteristics L

‘of those effects that have been found result from the features of the traditional

analysis procedure that are demonstrated in the data below.
Among, the reported studies that have used moderated regression analysis,
the results have been quite similar but the conclusions drawn from them have

changed from one study to another. Investigators have based their conclusions

on two statistical characteristics of the moderated relationship--the statistical

> é .




significance of the increment due to the interaction term and the size of the

5 i
increment.

Requirement of Statistical Significance

As examples of the moderated regression analysis procedure, Saunders (1956)
presented three sets of data. In his first example, only one moderator effect
was investigated. The increment in R2 was .013, not signifi&ant. A second
set of analyses tested the moderator effects of ten potential moderators. 1In
this case, the increments ranged from zero to .025 with three of the ten
reaching the .05 level of significance. His third set of demonstration data
tested seven potential moderator effects. The increments ranged from zcro to
.017 with éne of the effects significant at the .0l level. le concluded that a
variable was operating as a moderator variable whenever the increment reached
signifi-ance.

Jacob; and Solomon (in press) also concluded that a moderator effect had
been shown when the R2 increment was statistically significant. In their case
11 or 12 moderator effects were significant beyond the .05 1ova].2 The increments
in RZ ranged from .009 to .104. 1In both the Saunders (1956) and Jacobs and
Solomon (in press) studies the criterion for concluding that there is a moderator
is the one stated by Zedeck, Cranny, Vale, and Smith (1971) "Prescnce of a
moderator is thus indicated by the form of the equation, specifically by the
significance of cross-product terms" (p. 239).

Requirement of a Sizable Increment

Stone (1976) and Stone, Mowday, and Porter (in press) drew a different

y 2
conclusion from similar results. Stone (1976) showed an increment in R™ of

.016 significant at the .001 level. While acknowledging the statistical

Y
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significance of thé moderator effect, he went on to conclude from the size of
the increment that "the gain in explained...variance is not marked when the...
interaction term is introduced into the multiple prediction equation. The
practical significance...appears, therefore, to be negligible" (p. 163). 1In a
discussion of a finding of an increment in R2 of .019, significant at.the

.01 level, Stone, Mowday,'and Porter (in press) state that "the difference
between the two multiple correlations while statistically significant,...is

of negligible size" (p. 8). 1In both of these cases the authors have taken the
size of the increﬂent in R2 as an index of the strength of the moderator effect. 1
If a large increment is a legitimate requirement for drawing the conclusion that

a moderator should be attended to, then one can wonder if any moderated regression

analysis has ever produced a moderater effect that was not "negligible."

5 ; > - & Y :
Further, if the size of the increment in R~ is taken as an indication of the

strength of the moderator effect, the uniformly modest effects that have been

reported in the literature would argue that moderater effects are not important
tools in scientific endeavors, i.e., conceptual models that include moderator
effects could just as well do without them. This article will urhﬁt that the
size of the increment in R2 cannot be interpreted in that fashion.

The research reported in this article was conducted to test the efficiency
of the traditional moderated regression analysis procedures for discovering
moderators. Thc.study considers whether the existence or the strength of
moderator effects is accurately reflected in the results from the traditional

moderated regression analysis.

Method
Daca Generation

In order to simulate data on which to perform the moderated regression
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analysis using a Monte Carlo approasch, random normal deviates were generated

‘according to the procedures of Box and Muller (1958). In all cases three
variables, x, z, and e were constructed for each synthetic "individual."
Variable x was treated in subsequent analyses as the independent variable, z
was treated as the moderator variable, and e was used as error. The dépcndont
variable, y, was constructed as described below for various cases. Except ' i

where it is noted in the definitions of the various cases given below, x and

’ e 3
z had means = 10 and standard deviations = 1 7; e had a mean = C and a standard i
deviation = 1.

Case One. 1In the first case the dependent variable was constructed so as

i

to represent a situation with a moderator effect and some error: The generating
model was y = xz + 3. One hundred samples, each with 100 subjects, were

constructed. 'This case served as the basic moderator effect case, and other

cases were generated for comparison purposes. In the additional cases, changes
were made in the formula for generating the dependent variable.

Case Two. The second case represents a situation with greater unreliability
in the measurement. 'This effect was accomplished by increasing the variance of
the error term. The same model (y = %z +e) was used to gencrate the dependent
variable. TFor this case the standard deviation of, the error variable = 5. Twenty
samples, each with 100 subjects, were generated.

Case Threc. The third case also used the basic model (y = xz +e) to
crcate a dependent variable from a moderator effect. Unlike cases one and two,
the independent variable and the moderator variable were constructed to be

correlated. This relationship varied because of sample differences between .46

and 1.00 with a median value of .55. ‘wenty samples, cach with 100 subjects,

were generated. . ’




Case Tour. In the fourth case the dépendent variable was built on a linear
effects model rather than the interacting, moderator model. The gencrating
model was y = x +2z +e, thus specifying that y resulted from the additive
combination of two unrelated variables plus error. Again, 20 samples of 100
subjects were constructed.

Case Five. 'The fifth case represents a situation with.ﬁ dependent variable
that is formed from a direct effect of the independent variable plus a moderator
effect plus error. 'The constructive formula was y = x +xz +e. There were
20 samples of 100 subjects.

Case Six. 1In the final casc the dependent variable is simply the independent
variable plus error, and the formula for generating thc dependent variable was
y = x +e. There were 20 samples of 100 subjects each.

Table 1 summarizes the data generated for the six cases. Two hundred

samples were generated. ‘'The dependent variable, y, was constructed differently
in the samples representing the six different cases. Each case represents a
“different model of underlying effecte In cases one, two, and three the

dependent variable results from a moderator cffect and random error. The

dependent variable is an additive combination of the lincar effects ¢f the

independent, moderator, and error variables in case four where there is no

moderator effect. In case five a combination of a direct linear effect of the
independent variable and a moderator effect (plus error) determine the dependent
variable. Finally, case six presents a dependent variable that is a sum of

the independent variable and error with no moderator effect.




Data Analysis

In each sample the traditional moderated regression analysis was conducted

to see if that procedure would "discover' moderator effects where they had been

included in the model and would fail to "“discover"

moderator effects where they
were not present.4 The increment in R2 was determined in each sample as it
would be in the traditional moderated regression anaiysis to represent the
incre;se in predictability controlled by the moderator effect. The statistical

significance of that increment was then tested using

96SS (s !x’z)

S8 (errorl

where the numerator is the error degrees of freedom times the sum of squares of
the moderator effect given the linear effects of the independent variable and

the moderator variable, and the denominator is the sum of squares for error.5

Results

Statistical Significance

As shown in Table 2, the moderator effect was ‘discovered" by a requirement

of statistical significance in Case 1 and Case 3. 1In both of those models all

T e i

of the samples provided an increment in R2 for the moderator effect that was
beyond that expected at the .05 level of significance. Though Case 2 and Case 5
also included a moderator effect in the formula that gencrated the dependent
variable, the increment in R2 did not reach statistically signifiéantvsize in

any of the samples of either of those cases. Case 2 differed from Case 1
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in that the error component was greater in Case 2, i.e., there was more

“unreliability in the dependent variable. Case 5 differed from Case 1 by the

inclusion of a direct relationship between the.indepeﬁdent and dependent
variables as well as the indirect, or moderated, relationship. ‘The R2 increment
due to the moderator was not significant in any of the samples of the cases
wvhere the generating model did not include moderator'effects; i.e., Case 4 and
Case 6i

Size of the Increment

In all of the 200 samples the maximum increment in R2 attributable to the
moderator effect was .032 in one of the samples of Case 6. And there was not a
moderator effect in the generating model for the dependent varisble of Case 6!
The minimum increment of zero was attained in three of the cases including
Case 5 which involved a ‘moderator effect. In general, none of the samples,
either with or without aétual moderator effects, provided large increments in R2.

Success of Moderators in Mon-Moderator Models

In the two cases where there is no moderator effect in the actual determina-
tion of the dependent variable, Case 4 and Casé.6, a comparison was made
between prediction by the moderator effect alone versus the true model. For
Case 4, prediction of y by x plus z (the true model) provides a range of.corre]a—

tions over the 20 samples from .716 to .875 with a median correlation of .806.

" If the prediction of y is by the moderator term xz, alone, the correlations

range from .708 to .869 with a median of .801. In other words, the moderator
model predicts the additive data nearly as well as does the additive model. In

two of the samples the multiplicative correlation actually exceeded the additive

correlation.
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‘effect of the independent variable, tlere was neither statistical significance

favor of discovering a moderator effect, i.e., a moderator effect has been

10

For Case 6 the true model does better than the moderator term at predicting
the dependent variable. When y is predicted from x alone (the true model) the
correlations range from .640 to .803 with a median of .715. There is no overlap
with the correlations using the interaction, xz, as the predictor. 'The moderator
prediction gives a rangelof correlations from .359 to .619 with a median of

.505.

Discussion

Using the traditional moderated regression analysis procedures the
influence of a moderator effect was not shown even when the dependent variable
was constructed to include a strong moderator effect. Cases 1, 2, and 3 preated
the depcndént variable as a moderator effect plus some random error. Under
those conditions Case 2 with a large error component did not demonstrate
statistica} significance for the moderator effect, and all threc of the cases
produced such small increments in R2 attributable to the moderator that the
moderator effect could have been called negligible if the size of the increment
were interpreted as an indication of the strength of the effect. In Case 5,

where the moderator influence is accompanied by both error and by a linear
nor a sizable increment. That is, even in situations strongly biased in

used in the creation of the dependent variable, the traditional moderated

regression analysis leads to the conclusion of '"no moderator."

Why should such a result occur? Why should this analysis be so prone to
overlook an effect that is in fact in the data? ‘There are two influences that

increase the likelihood of this type II error.
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1. The hierarchical nature of the multiple regression procedures

robs the moderator term of covariance with the dependent variable.
The traditional moderated regression analysis procedure'first regresses the
dependent variable on the linear effects of the independent variable and the
potential moderator variable. The interaction term is then regressed on only
the residual from that régression. The increment in R2 which is used to judge
both the existence and the strength of the moderator effect represents only the
relationship with that part of the dependent variable variance that is unrelated

to~themtﬂo‘}inear'effects.

.-
-
-

Any covariance with tﬁahaéﬁéndeat~yatiahlg that is shared with the linear

ok o
s

A

effects is automatically assigned to the linear effects. ﬂlié'implies a
preference for the linear effects that is implicitly a theoretical hypothesis

of the generating effects that have produced the dependent variable. 1hié
implied priority of the main effects should be supported by the rescarcher's
theoretical understanding of the relationships among the variables; it cannot

be accepted simply because the hierarchical analysis has traditionalliy proceceded
in that direction. ‘'The ordering of effects in the hierarchical regression
analysis is arbitrary. With appropriate theoretical justification the data
analyst can, as validly, first assess the variance attributable to the moderator
effect, and then determine whether the main effects make a significant and
sizable addition to the variance accounted for. The point is,. that the decision
of the order in which effects are assessed is one that the researcher must
support theoretically. Because the order of the removal of variance due to
effects is an expression of a theoretical preference, thé investigator cannot

abnegate the responsibility for this decision on the grounds of tradition. This
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decision requires, not just blind application of techniques, but scientific

judgment and justification. :

2. The linear regression model is a robust method for accounting

for variance.

Even if the prediction equation is an imperfect model of the process that generated

the data, the linear regression modei can often éapthre a great deal of the
varia;ce. The problem of using correlational procedures to assess the appro-
priatenéss of an hypothesized model has been discussed in the literature (Alf
& Abrahams, 1974; Birnbaum, 1973, 1974; Rorer, 1974). Watson (1972) has
demonstrated that this same problem can occur in the analysis of variance.

He showed that data generated from an interaction might be accounted for by
significant main effects leaving insignificant variance to be accounted for
by the interaction. '

In a demonstration similar to the one presented in this article Rorer

(Yote 1) used a linear regression model to replicate the decisions that.had been

- n

made with several different decision strategies from constructed (synthesized)
data. Using 11 different decision strategies that included linear, curvilinear,
confij ural, sequential and categorical processes he was able to closely
approximate the aecisions of the real functions with a simple linear function.
Discussing a hierarchical process for drawing conclusions that is the same as
the hierarchical strategy of the traditional moderated regression analysis

he states, "These results indicate vividly that it is difficult to infer
nonlinearity, even when it exists" (p. 12). '"These results show why the

search for moderator variables has been so fruitless, just as much asAthey

show why human judges have been unable to improve upon actuarial prediction

S .
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by means of their purported ability to recognize and use patterned or unusual
relationships. Even if such relationships exist, their incorpofation into

the decision strategy, be it actuarial or subjective, is not going to result

in much improvement over. the linear regression function in either case" (p. 13). ]
The linear regression model is robust enough to capture much of the predictable

variance of a dependent variable even if that dependent variable sprang from

other'than linear origins.

The critical distinction for the problem addressed in this paper is the
difference between science and application. If a research has only the applied
purpose oﬁ determining or demonstrating how variance can be accounted for, a
statistical data analysis can provide answers. However, if the research has

the scientific purpose of discovering or confirming an underlying model or

generating process that produced the data, then traditional moderated regression
analysis is inadequate for the task. ‘'The scientific question may be answered
in part by a data analysis if the results demonstrate that a model is igpompatiﬁle
with the data, but the data analysis cannot choose between alternative models
that all fit the data. TYor example, if y is predicted equally well by x + z
and by xz, the data analysis is neutral as to choice. 'The selection of one
model over the other rests with the rational scientific judgment and preference
of the rescarcher.

There are viable theoretical contents tha&-mny lead a researcher to
support a moderator effect as the correct model for his/her data. In his
presentation of the moderated regression analysis Saunders (1956) proposed
examples where a moderator effect was conceptually supportable. .ﬁe included

such examples as using insight as a moderator of the relationship between self
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reports and more objective measures of personality traits and using emotional

stability as a moderator of the relationship between academic ability measures

and academic success. Another interactive model that has been presented with
elaborate theoretical justifications is expectancy theory (Staw, 1976; Vroom,
1964). Researchers in that .arca are likely to choosc the multiplicative
expectancy model for explanatory use even when an additive mbdel is equally
succeséful at accounting for variance. Their preference would be based on
the rational depiction of the relationéhip among the variables that is affordgd
by the expectancy theory. Blood (1977) presents a model of the operation
of the cognitive process of self rewarding on work performance. The model
includes five variables acting as moderators. The logic of intc¢ractive
relationships is proferréd for the model because of the nature of the variables
involved. This thecoretical preference is rationally justified.

The issue of thecoretical parsimony is not involved in the choice between
a linear model and a ﬁoderator model. Whether two main effects or one inter-
action effect is the more parsimonious explanation is a matter of taste. Some
people will prefer an additive model and other-will clect the multiplicative,
but it is not clear that one is simpler than the other. 1In addition to which,
the principle of parsimony is used to choose between theories when other

considerations are equal. If other considerations lead to its preference, one

may be justified in choosing a less parsimonious model over a more parsimonious

one.
This leaves us with the important task of suggesting how a resecarcher
should proceed to assess the strength of a moderator effect. It there are

theoretical reasons to support a hypothesis of a moderator effect, the dependent

e o
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variable should be directly regressed on ghe cross-product of the independent
variable and the potential moderator,

P R [4
Then if dcsircd, the additional contribution of the main effects can be assessed
by determining the size and significance of their increment to the squared
multiple correlation. That is, the hierarchical regression procedure should
proceed in exactly the reverse order from the traditional moderated regression
analysis procedure in those cases where a moderator effect is theoretically
justified (see Cohen and Cohen, 1975 for analysis procedurcs).

There may be some cases where theory will suggest that the independent
variable will influence the dependent variable partly through a main effect and
partly through a moderated effect (as in Case 5). In that event, a rescarcher
may wish to assess the size and significance of the combined main and moderator
effects by the regression of

y = X + xz. [5
Should this analysis be used, caution should be exercised in interpreting the
multiple correlation weights. Because of colinearity influences these will not
indicate the relative contributions of the main and moderator effects (sece
Darlington, 1968; Cohen and Cohen, 1975).

A potential problem with these suggested procedures is that they have
the possibility of also encouraging Type II error. If a model is underfit,
true felationships can éo undetected due to overestimatinn.of the error term
(Johnston, 1972). Variance that is uniquely related to the excluded variables
is added to the error variance. This means, for examplc, that if a model of

the form of [4 or [5 were used when the true (but unknown)_mode] is [3, then
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the real moderatof effect could rémain statistically inﬁignificant because of
this bias. This problem exists whenever a hierarchical regression procedure

is used and whenever the model in use may have excluded a variable that

controls unique variance. This potential bias did not cause a problem in the
present data, and it appears to be a less severe disturbance than the traditional
moderated regression analysis procedure.

Whatever the theoretical predispositions of the investigator, an analysis
should be chosen such that it is possible to confirm it, i.e., the analysis
should not virtuaily guarantce type IT error. The theory should guide the
analysis, not the reverse. In the hierarchical analysis traditionally used to

discern moderated regression, it is not possible to rule out a moderator as a

generating factor for the dependent variable by showing that the main effects alone

can account for most of the variance. Thoughtlessly following the traditional

analytic procedurcs cannot replace the exercise of scientific judgment based on

carefully drawn theory.
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Footnotes

i
%h lThis: increment is called the squared seniipartial corrclation cocfficient
}? by Cohen and Cohen (1975) and the "Usefulness" index by Darlington (1968).
: 2. :
) lecause of interdependencies among the variables, thesc were not 12
§ independent effects.
M&
B 3It is important to note that the distributions of independent and
} moderator variables included only positive numbers. This is usual for social
: ) science data. Because of the mauner of construction of y, the results would
it be changed if x and z took on both positive and negative values.
!-? 4, :
L The authors wish to thank Mark Elliott and Julie Bierer for their help
2 | with the data gencration and analysis for this study.

oo o 7 Ege
This is the sum of squares for error of this prediction model, not sum

of squares for the "e" term uscd in generating the dependent variable.
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Table 1

Structure of the Simulated Samples

21

Num'hcr of Subjects Generating Special
Case Samples per Sample Formula Features
1 100 100 y = x2 + e
2 20 106 y = xz + (é Se = 5Sx = 5’)/
3 20 100 y =xz +e mdnrx = .55
4 20 100 y=x+2z+te
5 20 100 y=x+xz +e
6 20 100 y=x+e




Table 2
Results of Traditional Moderated Regressiopn Analysis
Average Minimum Maximum Increments

Increment Increment Increment Significant
in R? in RZ in R? at .05 level

.005 ; .002 .009 - 100 of 100

.006 .001 022 0 of 20
.006 .003 .010 20
.004 .000 .015 20
.003 .000 .016 . 30

.008 .000 .032 20
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